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Preface

“A playbook for crafting AI strategy” is an MIT Technology Review Insights report 
sponsored by Boomi. To produce this report, MIT Technology Review Insights 
conducted a global survey of C-suite and senior data executives across countries 
and industries. The report also draws on in-depth interviews conducted with business 
leaders on data and AI.

Adam Green was the author of the report, Teresa Elsey was the editor, and Nicola 
Crepaldi was the publisher. The research is editorially independent, and the views 
expressed are those of MIT Technology Review Insights.

We would like to thank the following executives and experts for their time and insights:
Kevin Collins, Founder and Chief Executive Officer, Charli AI
Amy Machado, Senior Research Manager, IDC
Matt McLarty, Chief Technology Officer, Boomi
SP Singh, Senior Vice President and Global Head, Enterprise Application Integration 
and Services, Infosys

About the survey
The survey forming the basis of this report was conducted by MIT Technology Review
Insights in March 2024. The survey sample consists of 205 executives and data and 
technology leaders. Eleven industries are represented: financial services, manufacturing, 
IT and telecommunications, consumer goods and retail, pharmaceutical and health care, 
government, travel and hospitality, professional services, energy and utilities, transport 
and logistics, and media and marketing.

Nearly all survey respondents (88%) come from the C-suite. These include chief 
executive officers (20%), chief information officers (18%), chief technology officers 
(19%), and chief data officers (15%). The respondents’ organizations are headquartered 
in North America (31%); Europe, the Middle East, and Africa (25%); Asia-Pacific (26%); 
and Central and South America (18%). All respondents work at organizations with more 
than US $500 million in global annual revenue, with 73% representing organizations 
generating more than US $1 billion, and 34% more than US $10 billion.
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0101Executive 
summary

G
iddy predictions about AI, from its 
contributions to economic growth to the 
onset of mass automation, are now as 
frequent as the release of powerful new 
generative AI models. The consultancy 

PwC, for example, predicts that AI could boost global 
gross domestic product (GDP) 14% by 2030, generating 
US $15.7 trillion.1

Forty percent of our mundane tasks could be automated 
by then, claim researchers at the University of Oxford, 
while Goldman Sachs forecasts US $200 billion in AI 
investment by 2025.2,3 “No job, no function will remain 
untouched by AI,” says SP Singh, senior vice president 
and global head, enterprise application integration and
services, at technology company Infosys.

While these prognostications may prove true, today’s 
businesses are finding major hurdles when they seek 
to graduate from pilots and experiments to enterprise-
wide AI deployment. Just 5.4% of US businesses, for 
example, were using AI to produce a product or service 
in 2024.4

Moving from initial forays into AI use, such as code 
generation and customer service, to firm-wide 
integration depends on strategic and organizational 
transitions in infrastructure, data governance, and 
supplier ecosystems. As well, organizations must weigh 
uncertainties about developments in AI performance 
and how to measure return on investment. 

If organizations seek to scale AI across the business 
in coming years, however, now is the time to act. 
This report explores the current state of enterprise 

AI adoption and offers a playbook for crafting an AI 
strategy, helping business leaders bridge the chasm 
between ambition and execution. Key findings include 
the following:

AI ambitions are substantial, but few have scaled 
beyond pilots. Fully 95% of companies surveyed 
are already using AI and 99% expect to in the future. 
But few organizations have graduated beyond pilot 
projects: 76% have deployed AI in just one to three 
use cases. But because half of companies expect to 
fully deploy AI across all business functions within two 
years, this year is key to establishing foundations for 
enterprise-wide AI.

AI readiness spending is slated to rise significantly. 
Overall, AI spending in 2022 and 2023 was modest 
or flat for most companies, with only one in four 
increasing their spending by more than a quarter. That 
is set to change in 2024, with nine in ten respondents 
expecting to increase AI spending on data readiness 
(including platform modernization, cloud migration, 
and data quality) and in adjacent areas like strategy, 
cultural change, and business models. Four in ten 
expect to increase spending by 10 to 24%, and one-
third expect to increase spending by 25 to 49%.

“No job, no function will 
remain untouched by AI.” 

SP Singh, Senior Vice President and 
Global Head, Enterprise Application 
Integration and Services, Infosys
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Data liquidity is one of the most important attributes 
for AI deployment. The ability to seamlessly access, 
combine, and analyze data from various sources 
enables firms to extract relevant information and 
apply it effectively to specific business scenarios. 
It also eliminates the need to sift through vast data 
repositories, as the data is already curated and tailored 
to the task at hand.

Data quality is a major limitation for AI deployment. 
Half of respondents cite data quality as the most 
limiting data issue in deployment. This is especially 
true for larger firms with more data and substantial 
investments in legacy IT infrastructure. Companies 
with revenues of over US $10 billion are the most likely 
to cite both data quality and data infrastructure as 
limiters, suggesting that organizations presiding over 
larger data repositories find the problem substantially 
harder.

Companies are not rushing into AI. Nearly all 
organizations (98%) say they are willing to forgo being 
the first to use AI if that ensures they deliver it safely 
and securely. Governance, security, and privacy are the 
biggest brake on the speed of AI deployment, cited by 
45% of respondents (and a full 65% of respondents 
from the largest companies). 

Governance, security, and 
privacy are the biggest 
brake on the speed of AI
deployment, cited by 45% 
of respondents.
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0202Partnering for 
success

F
ew companies are flying solo in the AI age. The 
cost and complexity of creating large language 
models (LLMs) and generative models from 
scratch is prohibitive and an abundance of 
platforms and tools are already on the market. 

“For most organizations, building their own large language 
models is very expensive and the value is time-limited,” 
says Kevin Collins, founder and CEO of Charli AI, an AI 
solutions provider. “If you don’t have the necessary 
expertise and resources to make a significant investment, 
it’s better to fine-tune and optimize off-the-shelf models.” 

AI is also increasingly being integrated into existing 
software platforms, including those from giant 
technology providers such as Microsoft and Adobe. 
“We are infusing AI into everything we do within our 
organization and similarly taking that same mindset to 
our clients,” says SP Singh of Infosys. Companies, of 
course, can also pay to use proprietary models from 
providers such as OpenAI or fine-tune those models 
as needed. They can also build their own generative AI 
tools using open-source models. 

Figure 1: Companies seek AI use cases tailored to industry needs   
Is your organization developing the following types of AI use cases?  
(Organizations that are developing AI use cases.)

Source: MIT Technology Review Insights survey, 2024

Use cases that are common across industries (e.g., generative AI for text generation or chatbots)

Use cases that are specific to our industry (e.g., AI for drug discovery)

Use cases that are unique to our business

48%

75%

77%

Overall

Companies with annual revenue of $1 billion to $10 billion

Companies with annual revenue of $500 million to $1 billion 

Companies with annual revenue more than $10 billion

77%

57%

38%

79%

52%

61%

84%

53%

63%
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Matt McLarty, CTO at the software company Boomi, 
concurs that building LLMs will not be the path forward 
for most companies. “Most organizations are not going 
to build large language models, which are expensive 
and require a massive amount of infrastructure,” 
he says. “Instead, they need to become experts in 
applying the new technologies in their own business 
context. The companies that don’t put the AI cart 
before the business problem horse are going to be 
better positioned.”

Our survey results suggest that businesses are taking 
that advice, seeking AI use cases that address their 
unique business problems. While many firms are 
deploying general-purpose uses of AI (generative AI–
powered chatbots for customer service, for example), 
a larger share say they are developing industry-specific 
use cases, or even use cases unique to their particular 
business (see Figure 1).

Sectoral nuances—including differing data formats, 
regulatory requirements, and usages—support the case 
for industry-tailored approaches to AI. From AI tools 
designed to document patient-doctor conversations to 
those leveraged to optimize drywall finishing, offerings 
tailored to the needs of specific industries or businesses 
are most likely to offer game-changing results.5,6

Selecting a vendor
Companies have plenty of AI vendors to choose from; 
if anything, the choice can be daunting for executives 
who must balance cost, security, and diversification. 
“It feels overwhelming for companies—there is a lot of 
noise and questions around who to trust,” says Amy 
Machado, senior research manager at IDC, a market 
intelligence firm.

For privacy reasons, many are wary of relying on 
publicly available AI tools that may retain and reuse 
the data users enter, with some companies restricting 
employee use of certain LLMs.7,8 “If you’re shuffling 
your data off to a general-purpose AI, you have to do 
your due diligence on how they’re treating your data 
and what they’re doing with it behind the scenes,” says 
Collins. More specialized LLM-based tools are more 
likely to protect organizations’ proprietary data, come 
with support, and be consistently updated to address 
vulnerabilities. 

Ultimately, executives may find that stitching together 
a “multi-AI” environment best meets their business 
needs and captures the distinctive value propositions 
of different providers.

Finance-friendly AI
Financial services firms operate in a highly regulated 
environment with high standards for data privacy, 
compliance, and security. “In the financial services 
sector, trust and security are paramount,” says 
Kevin Collins at Charli AI. “Our customers are major 
investment banks, hedge funds, and big banks that 
are analyzing S&P 500 companies. Everything we do 
needs to be trusted and fact-checked.” 

In financial services, valuable information is often 
locked away in contracts, legal documents, PDF 
files, spreadsheets, and PowerPoint presentations. 
Extracting and integrating this data for analysis can 
be a daunting task. Specialized services like Charli 
AI have opened new possibilities for unlocking this 
trapped data: the company’s tools mine and curate 
a range of financial data, freeing up time for analysts 
to perform higher-value tasks.

“New AI has the ability to understand ‘locked-up’ 
content far better than ever before, so we’re unlocking 
a goldmine,” says Collins. “Our customers refer to us 
as the automated analysts for Wall Street — we can 
do in 30 minutes what it may take an analyst 80 hours 
of poring over a 500-page SEC filing to do.”

While companies are aware of the potential value of 
their data, many struggle to leverage it effectively. 
“They’re very data literate, but they also understand 
how challenging it is to get that data into a format 
that’s suitable for analytics and AI,” says Collins. 

Our survey found that financial services respondents 
were least likely to be currently developing AI for 
industry-specific use cases, but companies like 
Charli are aiming to change this.
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0303Counting 
the cost

F
rom the electricity requirements for building 
and running AI models to the software, 
services, and salaries needed to manage 
solutions at scale, cost is a major 
consideration for AI. Google’s US $8 billion of 

spending in the third quarter of 2023 alone was 
overwhelmingly driven by AI.9 Training OpenAI’s GPT-4 
required US $78 million of compute, while Google’s 
Gemini Ultra had a compute cost of US $191 million.10

Hardware is a major source of price uncertainty, 
including demand for graphics processing units 
(GPUs). “AI is very expensive, not just for the 
development and training of models, but also for the 

operations and hardware costs, particularly GPUs,” 
says Collins. Newer GPUs are more expensive, harder 
to obtain, and have a limited lifespan requiring a 
recurring capital cost. He adds, “AI is not cheap. A 
lot of our customers are shocked when they realize 
how much infrastructure they have to have to get the 
performance that they need.”

While tech companies are largely shouldering 
hardware and computation spending in their race for 
market supremacy, firms inevitably face their own 
costs in areas like data management and monitoring, 
which are rarely built into lower-cost general-purpose 
LLMs. They must also invest to ensure compliance with 

6%

20%

34%

40%

1%

6%

18%

42%

34%

1%

Data-related investments 
(platform modernization, cloud 
migration, pipelines, quality, etc.)

Investments in other areas 
(developing AI strategy, cultural 
change, building models, etc.)

Increased by more than 100%

Increased by 50%–100%

Increased by 25%–49%

Increased by 10%–24%

Stayed nearly the same

Decreased

Source: MIT Technology Review Insights survey, 2024

Figure 2: Changes in AI readiness spending from 2022 to 2023
How did your organization’s investment in AI readiness change in the last year (from 2022 to 2023)?
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firm-specific regulations, fund maintenance to ensure 
the systems they build remain up-to-date and relevant 
to the use case, and pay for the increased energy 
used by AI.11 Talent costs include either hiring AI-skilled 
workers or upskilling the existing workforce.

Spending expectations
Polls show that larger firms, by revenue, are more 
likely to have AI in production, suggesting that financial 
constraints may be slowing smaller and medium-sized 
companies.12 Analysis from CCS Insights suggests cost 
will contribute to a slowdown in generative AI adoption 
throughout 2024.13 As the hype cools, decision-makers 
may become more wary, especially as the productivity 
gains of generative AI may not be apparent for years.14

Such findings are corroborated by our survey, which 
found a link between company size and spending. 

Budgetary constraints were the biggest obstacle to 
speed of AI deployment for medium-sized firms (annual 
revenue of US $500 million to $1 billion), with 47% 
citing this issue compared to a survey average of 22%. 
This indicates a “squeezed middle” of companies that 
need to adopt AI to stay competitive in their markets 
but for whom the costs are prohibitive.  

To date, most firms have kept AI readiness spending 
flat, with larger companies more likely to have ramped 
up (see Figures 2 and 3). 

However, nearly all companies expect to boost 
spending in the coming year, with 9 in 10 expecting 
to increase investment by at least 10% and one third 
anticipating spending up to 49% more both in data and 
adjacent areas like strategy and cultural change (see 
Figure 4). 

Figure 3: Large companies boosted AI spending more aggressively
Companies with revenue greater than $10 billion: How did your organization’s investment in AI readiness 
change in the last year (from 2022 to 2023)?

11%

26%

27%

35%

1%

9%

29%

42%

20%

1%

Data-related investments 
(platform modernization, cloud 
migration, pipelines, quality, etc.)

Investments in other areas 
(developing AI strategy, cultural 
change, building models, etc.)

Increased by more than 100%

Increased by 50%–100%

Increased by 25%–49%

Increased by 10%–24%

Stayed nearly the same

Decreased

Source: MIT Technology Review Insights survey, 2024

“AI is not cheap. A lot of our customers are shocked when 
they realize how much infrastructure they have to have to 
get the performance that they need.”

Kevin Collins, Founder and Chief Executive Officer, Charli AI
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As companies dial in their AI investments, AI cost 
dynamics will of course also evolve. Innovation will 
doubtless bring down costs through efficiency gains. 
The cost curve for computation will also fall as startups 
and large companies address the shortcomings of 
existing hardware and models. 

Measuring return on investment
To weigh the financial outlays of AI, organizations 
need to develop robust return on investment (ROI) 
methodologies capturing not just the efficiency gains 
of automating “business as usual” tasks, but also the 
new value AI can create. 

Companies are already quantifying AI’s cost savings. 
Motorola has developed a framework that tracks hours 
taken to complete a task with and without generative 
AI.15 Swedish fintech company Klarna has already 
calculated generative AI’s output as equivalent to 700 
customer service agents.16 But “the mindset is shifting 
to using AI as an enabler for revenue growth, not just 
cost savings,” says Machado.  

As employees become more productive, new 
opportunities emerge that may be hard to quantify. For 
example, AI allows data scientists to explore new ideas 
and expand into new products. The automation of 
routine tasks by copilots can alleviate workloads and 

reduce burnout, allowing employees to dedicate more 
time to more creative and innovative projects. 

As enterprise use of AI spreads, employee expectations 
will shift and AI-enhanced workplace experiences will 
become necessary to attract talent. AI professionals 
already have different expectations than traditional job 
seekers, ranking interesting job content and work on 
cutting-edge projects higher among their job priorities.17

The consultancy PwC compares “hard ROI,” such as 
time saved and productivity boosts, with “soft ROI,” 
including improved employee experience and ability 
to respond flexibly to new opportunities.18 Accurately 
assessing AI’s ROI requires metrics beyond traditional 
financial measures. For instance, Collins points out 
that tools like Charli AI’s unlock huge value by helping 
companies make sense of their data more efficiently.

Will increase by more than 100%

Will increase by 50%–100%

Will increase by 25%–49%

Will increase by 10%–24%

Will stay nearly the same

Will decrease

11%

37%
41%

10%

1%

9%

35%

40%

16%

1%

Data-related investments 
(platform modernization, cloud 
migration, pipelines, quality, etc.)

Investments in other areas 
(developing AI strategy, cultural 
change, building models, etc.)

Source: MIT Technology Review Insights survey, 2024

0404
“The mindset is shifting to 
using AI as an enabler for 
revenue growth, not just 
cost savings.” 

Amy Machado, Senior Research Manager, 
IDC

Figure 4: AI readiness spending set to rise significantly into 2024
How will your organization’s investment in AI readiness change in the next year (from 2023 to 2024)?
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0404Building a 
data core

D
ata quality, infrastructure, and governance 
are all essential to deliver AI workloads 
efficiently and at scale. While AI 
technology can be transformative, without 
the data foundations in place, 

organizations will struggle to both collect the right data 
and derive insight from it. “People still have the 
perception that AI today is magic or super intelligent, 
and that’s far from the truth,” says Collins. “AI is a 
science and a tool. You still have to do all of the hard 
work around data governance and figuring out the right 
application of these tools.”

Organizations that overlook these supporting 
dimensions may struggle to deploy AI successfully. 
Data quality problems, cited by half of respondents 
as their most limiting data issue, can severely hinder 
AI performance. “Going forward, the conversation 
will be around getting data AI-ready and in the right 
format to actually utilize it effectively,” says Machado. 
Data infrastructure or pipelines, data integration 
tools, and cloud migration were also mentioned by 
many respondents as major barriers to deployment, 
indicating the importance of a robust IT architecture. 

These issues are particularly prominent for companies 
with revenues of over US $10 billion, which are 
the most likely to cite both data quality (52%) and 
data infrastructure (55%) as obstacles, compared 
with overall survey averages of 49% and 44% (see 
Figure 5). Organizations presiding over larger data 
repositories and legacy IT infrastructure may be 
finding greater complexity and costs in transitioning to 
an AI-ready architecture.  

Data management: Tips and tactics
• Track and manage the lineage of your 

organization’s data to maintain data quality and 
integrity as it moves from one analytical model 
or application to the next. 

• Optimize communication across the 
organization on AI, and on data aggregation 
and requirements, ensuring cross-functional 
teams collaborate on business cases.

• Instead of focusing on data centralization, adopt 
a strategy that prioritizes data contextualization, 
such as extracting metadata and storing it in an 
appropriate metadata language.

• Identify your organization’s core capabilities 
and competencies, ensuring you are able to 
adapt to rapid changes and are not overly 
reliant on legacy infrastructure.

“AI is a science and a tool. 
You still have to do all of the 
hard work around data 
governance and figuring out 
the right application of 
these tools.”

Kevin Collins, Founder and Chief 
Executive Officer, Charli AI
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Figure 5: Data bottlenecks in AI deployment
Which aspects of your organization’s data are most limiting the speed to deploy AI?

Source: MIT Technology Review Insights survey, 2024

Overall

Companies with annual revenue of $500 million to $1 billion 

Companies with annual revenue of $1 billion to $10 billion 

Companies with annual revenue more than $10 billion

Data quality

38%
38%

49%

52%

38%
17%

24%

18%

Data architecture or platform

26%
49%

44%

55%

Data infrastructure or pipelines

26%
41%

36%

40%

Incomplete cloud migration status

27%
41%

40%

50%

Data integration tools

25%
34%

26%

18%

Organizational culture or approach to data

38%
10%

21%

18%

Regulatory constraints on data handling/use



13MIT Technology Review Insights

Reckoning with legacy infrastructure
Transitioning away from legacy IT infrastructure can 
be daunting for organizations of all sizes. “Legacy 
systems and sunk costs are definitely an inhibitor 
for all kinds of data management initiatives,” says 
Machado. “Many organizations don’t want to touch 
certain legacy systems because ‘it’s kind of working’ 
and only one person knows how to maintain that 
older technology.” These legacy systems are often 
based on fragmented, outdated architectures and 
programming languages that are hard to integrate 
with modern AI solutions.

To reap the benefits of AI, organizations must develop 
an IT architecture capable of accommodating both 
structured and unstructured data across the entire 
lifecycle, from the source to processing, analytics, 
and storage. Unstructured data can yield considerable 
insight for AI systems, but its raw information can be 
difficult to assimilate into existing systems. That can be 
problematic since, according to Machado, 90% of the 
data in an enterprise content management system is 
unstructured.

A centralized repository solution in the form of a data 
lake can be useful, but it must be well organized and 
structured to prevent it becoming filled with irrelevant 
and unusable data. “It’s not enough to just have a big 
data lake, because that’s going to become a data 
swamp; you have to have good governance over the 
data lineage and how it flows from one model to the 
next,” says Collins. 

Nearly half (46%) of survey respondents also cite 
manual, non-digitized, or non-automated processes 
for data handling and management as a limiting factor 
for AI deployment. Without strategies to fully digitize 
processes across the business, organizations will 
leave valuable data sources untapped and limit AI’s 
automation potential. 

Data lineage and liquidity
Deciding which data to leverage requires it to be 
recombined and contextualized. Implementing data 
lineage tracking and quality-assurance measures can 
support this contextualization process, preserving 
the integrity of data as it undergoes processing and 
analysis.

According to McLarty, data liquidity, or the ability 
to seamlessly access, combine, and analyze data 
from various sources, is one of an organization’s 
most important AI assets. Data liquidity empowers 
organizations to understand the relationships, 
dependencies, and nuances within their data, 
enabling them to extract relevant information and 
apply it effectively to specific business scenarios. 
“Organizations with high data liquidity—the ability to 
get the right data at the right time and place—will be 
most successful with AI,” says McLarty. 

Data liquidity helps ensure data is readily accessible, 
usable, and shareable. Nurturing liquid data assets requires 
a flexible, harmonized and scalable IT infrastructure that 
can seamlessly handle increasing volumes and varieties 
of data without disrupting existing operations.

Metadata
Extracting metadata—or data about data—helps to 
contextualize data for use in AI models. “Organizations 
want to understand their data upfront to see what is 
valuable for real business purposes, and metadata holds 
everything together to make this possible,” says Machado. 

Within a content management system, data sources 
from different systems can be connected by a common 
metadata language, and it is important, Machado says, 
to select a language suitable for the organization’s use 
case. For sharing information on biological specimens, for 
instance, the Darwin Core language might be considered 
appropriate. VRA Core is used for works of visual culture. 

By curating metadata, enterprises can harness the 
power of their previously untapped unstructured data 
reserves. This approach allows them to optimize their 
data for AI solutions that will drive business value. 

“Organizations with high data 
liquidity—the ability to get the 
right data at the right time 
and place—will be most 
successful with AI.”

Matt McLarty, Chief Technology Officer, 
Boomi
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0505Acceleration 
versus caution

A 
significant barrier to the rapid adoption of AI 
is the need to ensure robust governance, 
security, and privacy measures are in place, 
especially in the case of new risks posed by 
generative AI. These issues serve as the 

biggest brake on the speed of AI deployment for 45% of 
companies—and for 65% of companies with over $10 
billion in revenue. That difference may be due to the 
increased risk profile of larger organizations, including 
their larger “attack surfaces,” making them more 
vulnerable to potential breaches and regulatory scrutiny.

Hallucinations, errors, and bias
Generative AI comes with a range of new risks, 
including producing inaccurate information or 
“hallucinations”; legal risks such as plagiarism, 
copyright infringement, and liability for errors; 
challenges around privacy and data ownership; and 
systemic bias. These risks can harm customers and 
expose companies to legal liability. Air Canada was 
recently held liable for damages caused by misleading 
information provided by an AI chatbot.19

Inaccurate information and hallucinations can 
contribute to heightened bias in AI models. In 
financial services, for instance, AI-powered credit 
risk assessments could help mitigate systemic 
discrimination in credit applications—but only if the 
data used to train these AI systems is itself reliable, 
accurate, and free of distortions and biases. An AI-
powered solution built on discriminatory data and 
algorithms, however, will amplify existing biases, 

resulting in even less fair outcomes. Similar biases can 
crop up in applications including health care, policing, 
and advertising, where algorithms can accentuate 
gender biases or overlook underrepresented minority 
groups. 

Cyber risk
The use of generative AI tools also comes with new 
opportunities for cyberattacks. In a prompt injection 
attack, bad actors craft prompts to elicit unintended 
responses from an LLM, to manipulate its behavior, 
achieve unauthorized access, or bypass security 
measures. In February 2023, a student at Stanford 
University discovered sensitive details about Bing Chat 
using this technique, instructing it to “ignore previous 
instructions” and reveal hidden information.20

In data poisoning, the data used to train an AI model 
is intentionally targeted and injected with malicious 
information. Leakages of data from databases and 
pipelines that feed LLMs are another source of concern.

Data privacy and protection
Data privacy and protection demand significant 
investment in the AI age. This is of particular concern 
for high-risk sectors and for those to whom security 
and regulatory compliance are paramount. In our 
survey, respondents from financial services were 13 
points more likely to cite governance, security, and 
privacy as factors inhibiting AI adoption (58% of 
respondents, compared to the survey average of 45%). 
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Our survey finds that nearly all companies across 
sectors are taking safety and security seriously, with 
a remarkable 98% of respondents saying they are 
willing to forego first-mover advantage if it ensures 
AI is delivered safely and securely (see Figure 6). 
This cautious approach highlights the widespread 
recognition that AI risks can be potentially devastating 
to brand reputation or prompt a stringent regulatory 
response. Companies are taking the long view, striking 
a balance between progress and security. 

In many cases, firms are leveraging AI itself to 
strengthen their cybersecurity and resilience. 
Companies now must account for threats at a “machine 
scale, rather than a human scale,” and organizations 
see the power of AI solutions for this work.21 AI tools can 
participate in vulnerability scanning, risk assessments, 
threat detection, and proactive threat hunting.

Despite the progress made, every new AI solution can 
also create new threats. Human oversight will remain 
an important part of the process, not least because the 
human element can help improve these tools. “Given 
trust and governance concerns, we’re still in a position 
where we need to have lots of human guardrails in the 
picture,” says McLarty.

Rising regulatory tide
The regulatory response to AI thus far has focused on 
establishing safeguards and governance frameworks 
to supervise AI activity, control risk, and provide a level 
playing field. An analysis of 127 countries shows that 
the number of bills mentioning “artificial intelligence” 
passed into law worldwide grew from just 1 in 2016 
to 37 in 2022.22 While this reflects a recognition of 
the transformative impact of AI, there is still a need 
to accelerate the implementation of comprehensive 
policies and safeguards on ethics, privacy and security.

The European Union’s AI Act is one of the most 
comprehensive initiatives currently being enacted. The 
Act establishes a risk-based approach to categorizing 
AI systems and imposes stricter requirements 
on systems used in higher-risk areas such as 
infrastructure, employment, and law enforcement. 
AI used in these areas will face rigorous obligations 
related to data quality, transparency, human oversight, 
accuracy, and other considerations before being 
allowed on the market. Companies implementing 
high-risk systems will need to complete a conformity 
assessment before being placed on the market, with 
low-risk systems such as chatbots subject to voluntary 
codes of conduct and transparency requirements.23 

Overall

Companies with annual revenue of $500 million to $1 billion 

Companies with annual revenue of $1 billion to $10 billion 

Companies with annual revenue more than $10 billion

Strongly agree        Somewhat agree

100%

98%

98%

97%

61%                                         37%

49%                                                         49%

52%                                                    45%

84%              16%

Source: MIT Technology Review Insights survey, 2024

Figure 6: Executives willing to delay AI use to assure safety and security

Respondents who agree with the following statement: “We are willing to forego being first to use AI in our 
sector if that ensures that we deliver it safely and securely.”
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Certain uses of AI, such as social scoring and mass 
surveillance, meanwhile, will be banned outright.24

Similar initiatives are underway in the US, where 
President Joe Biden issued an executive order setting 
out new standards for AI security and safety in October 
2023. The order imposes a degree of human oversight 
through measures such as an advanced cybersecurity 
program aimed at developing AI tools to find and fix 
vulnerabilities in critical software. It also establishes 
an AI Safety and Security Board, and it requires that 
developers of the most powerful AI systems share 
safety test results with the government.25

Compliance challenges
The flurry of activity around AI laws and policies will 
be an ongoing challenge for enterprise. “It can take an 
organization a couple of years to get up to speed on 
how to comply with new regulations, given the amount 
of reading required to understand all the policies and 
guidelines,” says Collins. 

A key challenge will be establishing workable 
systems for assessing compliance and performance. 
AI assurance processes such as algorithm impact 
assessments and bias audits help organizations 
monitor and evaluate the capabilities of their 
AI systems, playing a crucial role in building 
confidence and trust.26 Gaps in regulation make 
devising frameworks for AI assurance challenging, 
but standards like those set by the International 
Organization for Standardization (ISO) offer guidance.27

The current scope of AI regulation recognizes that risk 
can never be avoided entirely. Instead, the regulation is 
centered on disincentivizing irresponsible and risky AI 
deployment. Going forward, savvy organizations may 
prioritize AI explainability—the ability to understand the 
decision-making process and outputs of an AI model—
both for compliance reasons and to build customer 
trust. 

Nearly all companies across sectors are taking safety and security 
seriously, with a remarkable 98% of respondents saying they are 
willing to forego first-mover advantage if it ensures AI is delivered 
safely and securely. 0606
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0606Conclusion

O
ver the last year, organizations have come 
to understand the power and potential of 
AI. This year, those organizations are 
seeking to shift from small pilots to 
enterprise-wide deployment of AI at scale.

This report aims to assist with the next steps of that 
journey, offering the following principles as guidance.

This is a critical year for building AI foundations. As 
organizations strive to meet ambitious short-term AI 
goals, they are discovering that having the right data 
foundations is critical. Organizations are responding 
by doubling down on investments in data quality, data 
liquidity, and IT infrastructure. “There’s no question in 
my mind,” says McLarty, “that companies that have 
good hygiene and rigor around their data are going to 
be way better positioned for the AI landscape.”

The highest-leverage AI use cases drive targeted, 
business-specific results. Although general-purpose 
generative AI use cases are increasingly simple to 
implement, they are equally available to competitors and 
customers. The most valuable use cases are those that 
create unique competitive advantage for the business. 
“You can deploy AI capabilities, but if they don’t provide 
true business value, you’re just wasting money to say 

you did something cool, with no real reason. That 
undermines trust in future projects,” warns Machado.

Financial considerations and partnerships are key. 
This year, the costs of AI—from GPUs to skilled talent 
to energy consumption—must be accounted, and 
a realistic approach to measuring AI’s ROI must be 
developed. Because few organizations will go it alone 
when it comes to AI, making decisions about the right 
partners, vendors, and tools will be essential to most 
companies’ AI futures.

Speed of AI adoption is being moderated by a 
realistic assessment of its risks. Organizations are 
rightly cautious about the risks posed by injudicious 
use of AI, and essentially all agree that caution is 
preferable to first-mover advantage when scaling AI. 
An emerging regulatory environment and a better 
understanding of how the risks of AI can be mitigated 
should serve to speed adoption.

These principles, it should be noted, are not deeply 
technological. “The biggest factor holding back AI 
implementation,” says McLarty, “is people not knowing 
where to start. People need to understand that you 
don’t actually have to be an expert on how to create 
generative AI in order to get value from generative AI.”

“The biggest factor holding back AI implementation is people not 
knowing where to start. People need to understand that you don’t 
actually have to be an expert on how to create generative AI in order 
to get value from generative AI.”

Matt McLarty, Chief Technology Officer, Boomi
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